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Abstract

Accurate physical property prediction of newly developed compounds is vital across various industrial sectors, particularly for the 

customization of fuels and additives. Artificial intelligence (AI) has recently emerged as a best practice in numerous industrial fields 

because of its capacity for swift and precise calculations. While conventional methods such as group contribution models have been 

used to estimate physical properties from molecular structure, AI offers significant potential for improving the predictive accuracy. 

Thus, this work focuses on developing an AI model to predict key properties – boiling points, melting points, and flashpoints – 

of various hydrocarbons, to demonstrate the AI's superior predictive capabilities. A dataset consisting of 202 organic compounds 

was created and multilayer perceptron (MLP) neural networks were employed to estimate these properties using atomic numbers, 

functional groups, and molecular complexity as inputs. The model's performance was evaluated and compared against conventional 

group contribution methods on the same dataset. The AI model was further tested on new acetal compounds, revealing its broader 

applicability in both fuel and chemical sectors. Results show that the AI outperformed conventional methods, excelling in 5 out of 8 

hydrocarbon types for boiling points, 7 for melting points, and all 8 for flashpoints.
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1 Introduction
The development of new compounds plays a pivotal role 
in many industrial sectors. An example is the field of 
fuel development, which has diverse requirements for the 
introduction of new fuels and additives. Modern mobility 
focuses on carbon neutrality, thus alternative technologies 
and fuels have to be investigated to replace fossil fuels [1]. 
A promising alternative is the e-fuel technology, since it 
provides fuels which are compatible to the existing trans-
port and mobility infrastructure, offering a drop-in solu-
tion [2]. E-fuels are synthetic fuels produced with renew-
able electricity and resources that enable carbon neutrality 
through the carbon cycle [3]. Since fuel properties can be 
engineered precisely, they can also provide clean and effi-
cient engine operation [4].

Generally, the e-fuel development for hard-to-electrify 
applications, such as ship transportation, heavy-duty, and 

other off-road machinery is of high interest and importance. 
Since these sectors are utilizing diesel engines with critical 
pollutant emissions, oxygenates, especially oxymethylene 
ethers (OME), have attracted interest as renewably syn-
thesized diesel substitute fuels enabling low soot forma-
tion and nitrogen oxide ( NOx ) emissions [5–7]. OMEs are 
oligomeric acetals with the structure CH3O(CH2O)nCH3. 
Especially the chain length of n = 3–5 demonstrates prop-
erties similar to conventional diesel and showcases benefi-
cial combustion behavior, leading to soot emission reduc-
tion and resolving the soot-NOx target conflict [8].

OMEs are oxygenates with cleaner combustion proper-
ties than fossil diesel due to the lack of C–C bonds in the 
molecular structure. However, the use of neat OME has its 
challenges. Slight engine modifications are necessary due to 
a lower heating value and incompatibility of the OME-fuel 

https://doi.org/10.3311/PPch.38160
https://doi.org/10.3311/PPch.38160
mailto:virt.marton@edu.bme.hu


562|Virt et al.
Period. Polytech. Chem. Eng., 68(4), pp. 561–570, 2024

to sealing materials. Also, customization of fuel properties is 
of importance, such as safety (flash point, FP), applicability 
during winter (cold filter plugging point, CFPP), and lubric-
ity (high frequency reciprocating rig value, HFRR) [8].

Regarding OME production, these compounds are orig-
inally synthesized from methanol and its derivates, such 
as formaldehyde or dimethyl ether. Methanol is a platform 
chemical that can be produced from renewable resources, 
thus considerably reducing the carbon footprint of OME in 
comparison to fossil diesel [9, 10]. In recent studies, mod-
ification strategies were developed to customize the fuel 
properties of OMEs in order to achieve better compati-
bility with the diesel standard and the existing infrastruc-
ture [11–15]. Here, alcohols other than methanol are used 
in the production process.

The design of new possible e-fuel compounds is a chal-
lenging task that requires different predictive methods to 
estimate physical properties. Group contribution meth-
ods are well-established methods capable of performing 
such estimations. Here, the molecule to be analyzed is 
divided into smaller groups or fragments. These groups 
are assigned tabulated values, so that substance proper-
ties can be estimated using calculation rules. However, the 
simplicity of these methods can lead to inaccuracies, espe-
cially when considering complex molecules. Hence, better 
tools are required. Artificial intelligence (AI) is a recently 
emerged method that provides excellent predictive abili-
ties. Therefore, it would be beneficial to apply this technol-
ogy to molecular property prediction problems.

Multilayer perceptron (MLP) type artificial neural net-
works (ANN) are commonly applied to perform similar 
predictive tasks. This type of ANN has a simple structure. 
It has an input layer with the defined input features and an 
output layer with neurons that calculate the final value of 
the output features. Between the input and output layers, 
there is at least one hidden layer with a certain number of 
neurons. Every neuron of a layer is connected to all of the 
neurons of the next layer. An MLP network with at least 
one hidden layer is a universal approximator and there-
fore, it can be applied to nonlinear problems as well [16].

Utilization of cognitive tools such as neural networks 
could have a great potential to increase mobility efficiency 
and sustainability [17, 18]. There are previous researches 
that demonstrated the possibilities of AI applications 
in several fields [19], such as Santak and Conduit [20], 
who predicted the properties exclusively of alkanes with 
ANNs. They concluded that the boiling point, heat capac-
ity, vapor pressure, melting point, flash point, and viscosity 

can be accurately predicted for these simple hydrocarbons. 
Using image processing techniques, Xu et al. [21] pre-
dicted structure-dependent properties from 3D molecular 
images with convolutional neural networks. The boiling 
and melting point could accurately be predicted, and the 
models could also be used to predict some molecules' crit-
ical points. Recently, Pérez-Correa et al. [22] developed 
MLP networks to predict eight different physical proper-
ties, including the melting and boiling points of organic 
compounds. The predictions were accurate, however, they 
concluded that the melting point prediction requires addi-
tional molecular indicators, such as the special distribu-
tion of functional groups.

In this work, a dataset with 202 organic compounds 
was created to train and validate MLP-type ANNs that 
can accurately predict fundamental and safety-relevant 
properties, such as boiling point, melting point, and flash 
point, based on the molecular structure. The most import-
ant accuracy measures are reported and compared to the 
accuracy of well-known group contribution methods, such 
as the ones from Joback and Reid [23], Constantinou and 
Gani [24], Pérez Ponce et al. [25] and Stefanis et al. [26]. 
In addition, properties of OMEs, which belong to the ace-
tal substance class, are predicted, since this substance 
class is generally not well represented in such studies. 
Furthermore, the properties of novel OME compounds, as 
described in [11], are predicted to evaluate the applicabil-
ity of the presented method.

2 Materials and methods
2.1 The created dataset
The primary focus of the current research is e-fuel devel-
opment, thus combustible liquid compounds were selected 
for the dataset. The data were collected from different on- 
line available chemical databases and publications [27–31]. 
Table 1 presents the distribution of different substance 
classes in the dataset.

Table 1 Number of different classes of compounds in the dataset

Compound class Number of compounds

n-Alkanes 16

Isoalkanes 22

Cycloalkanes 14

Alkenes 24

Alcohols 38

Ketones 18

Ethers 32

Esters 38
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The aim of the algorithm is to predict physical properties 
from the molecular structure. This is described with the 
C, H, and O atom numbers and the number of functional 
groups of the molecule. These are: −CH3, −CH2−, >CH−, 
>C<, =CH2, =CH−, =C<, −OH (alcohol), −O− (ether), =O, 
>C=O, −CH=O (aldehyde) and −COO− (ester). The geom-
etry also influences the properties, thus the Cactvs com-
plexity value is used to include geometrical informa-
tion [32]. The molar masses, H/C, and O/C ratios were also 
calculated from the structures and included in the dataset. 
These are the possible input features of the ANNs. Melting 
points, boiling points and flash points were selected as tar-
get parameters, thus 3 ANN models are created to predict 
these output features.

2.2 Neural network creation
To predict the melting points, boiling points and flash 
points, 3 MISO MLP ANNs are created based on our 
well-established methods described in [16]. The ANN 
models are created in a Python environment using the 
Keras and TensorFlow libraries. The procedure starts with 
the dataset processing. From the 202 sample compounds 
of the entire dataset, 151 were used to train, 30 to validate 
the models during hyperparameter optimization, and 21 
to test the performance of the final networks. In order to 
reduce the number of possible input features, we do not 
distinguish between ring and non-ring functional groups; 
only the overall number of them is used. Thereby, the pos-
sible number of input features is reduced to 20 and their 
quality also improves as the number of nonzero data is 
reduced. Before starting the training process, both the 
input and output features are scaled into a range of 0 to 1.

First, the relevant input features have to be selected. This 
starts by removing redundant input features. Then, a recur-
sive feature elimination (RFE) process is done to select the 
main parameters of interest. Adding or removing features 
from the automatically selected list can also be beneficial.

The Adam algorithm is employed on the training dataset 
to train the MLP models. This adaptive training method opti-
mizes the network's weights and biases quickly to minimize 
the loss function, which was selected to be the mean squared 
error (MSE). Before each training iteration, the order of the 
training data is randomized to mitigate the impact of local 
minima. The randomness of the training is treated with 
repeated training and evaluation, thus the hyperparameter 
optimization is based on the average accuracies of 8 repeti-
tions. To avoid the vanishing gradient problem, the Rectified 
Linear Unit (ReLU) activation function is used at the hidden 

layers with He initialization. Since a regression problem is 
solved, linear activation functions are used in the output lay-
ers. An early stopping method is applied to avoid overfitting. 
The maximum number of epochs was chosen to be 500, with 
a patience of 50 epochs.

Architecture optimization is conducted using a construc-
tive architecture selection method. During optimization, the 
network performances are evaluated with the validation 
dataset. A topology is accepted if the coefficient of deter-
mination (R2 ) is at least 0.98 or the topological boundaries 
are reached. After identifying a good architecture, the final 
MLP model is created. The previously unseen test dataset 
is used to evaluate its performance; thus, direct and indi-
rect data leakage is avoided. The model performances are 
evaluated based on three common measures applied in the 
field of AI. These are the root mean squared error (RMSE), 
the mean average error (MAE), and the coefficient of deter-
mination (R2 ). Prediction error plots and learning curves are 
also applied to evaluate network accuracies. The described 
model creation process is summarized on Fig. 1.

2.3 The reference predictive methods
To evaluate the performance of the AI method, it is com-
pared to conventional property estimation methods, such 
as group contribution methods. Here, a comparison with 
the methods of Joback and Reid [23], Constantinou and 
Gani [24], Pérez Ponce et al. [25] and Stefanis et al. [26] is 
made. The molecule to be analyzed is divided into smaller 
groups or fragments. These groups are assigned tabulated 
values so that the substance property can be estimated 
using a calculation rule. Some group contribution meth-
ods, such as the one from Constantinou and Gani [24], 
make a distinction between first-order and second-order 
estimates. In the second-order estimation, the groups into 
which the molecule is divided are larger than in the first-or-
der estimation. Here, the interaction of different atoms 

Fig. 1 The summary of the AI model creation process
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or groups of atoms in the molecule is taken into account 
so that the estimation of the properties is more precise. 
Therefore, an adapted group contribution is used for the 
calculation rule if, for example, a CH2 group is bound to 
an ether group, ester group, ketone group, etc. Regardless 
of whether a molecular fragment can be assigned to a sec-
ond-order group, it is assigned to a first-order group. 
The tabulated values assigned to each of these groups are 
inserted into the corresponding calculation rule so that the 
property can be estimated.

3 Results and discussion
3.1 Performance evaluation of the created AI models
Section 3.1 demonstrates the performance of the created 
MISO MLP networks. First, the boiling point model is dis-
cussed. Through the manually assisted RFE method, the 
following features were selected as the model's input: C, 
O, −CH3, −CH2−, >CH−, −OH, =O, and the Cactvs com-
plexity. The best network structure identified by the archi-
tecture selection method on the investigated range was 
8–55–55–65–1. The three hidden layers with these rela-
tively high numbers of neurons mean the relation between 
the input and output parameters is complex. Thus, high 
network capacity was required for accurate predictions.

Table 2 presents the investigated accuracy measures of 
the boiling point model. As expected, the model performs 
better on the training dataset than on the validation and 
test sets. However, the performance is similarly good for 
all sub-datasets, which suggests that the network achieved 
a good fit. Considering the large temperature range of 
400 °C, the MAE of 13.34 °C and the test R2 of 0.9528, 
good predictive abilities are achieved in the case of boiling 
points. The prediction error of the three datasets is pre-
sented in Fig. 2. The number of outliers is small; the pre-
dictions mostly remain close to the unity line. Overall, the 
boiling point model can be considered reliable.

In the case of the melting point model, the following 
input features were selected: C, O, −CH3, −CH2−, −OH, 
=O, and the Cactvs complexity. The network architecture is 
7–20–20–1. Table 3 contains the accuracy measures of the 
model. All datasets have similar accuracies and the model 
has a lower accuracy when compared to the prediction of 
the boiling point. Fig. 3 presents the learning curves of the 

model. The early stopping method terminated the training 
after 165 epochs. At the end of the training, the train and 
validation curves reached a similar level; thus, a good fit 
was achieved despite the moderate accuracies. The MAE 
for the test dataset is 19.58 °C, which is higher than that for 
the boiling point model, especially if the smaller tempera-
ture range of the melting points is considered. Note that this 
error is still lower than the error in the similar investigation 
of Pérez-Correa et al. [22], who achieved 26.23 °C MAE. 
The test R2 is 0.8045, which is also low, especially when 
compared to the boiling point model.

Fig. 4 demonstrates the prediction accuracy of the net-
work. It is discernable that the predictions are farther away 
from the unity line; however, the points mostly remain 
inside a ±50 °C range around that line. This means that 
the main characteristics of the input-output relation were 

Table 2 Accuracy measures of the boiling point model

Accuracy measure Training Validation Test

RMSE (°C) 14.13 22.59 19.63

MAE (°C) 7.18 14.36 13.34

R2 (–) 0.9711 0.9474 0.9528

Fig. 2 Prediction error plot of the boiling point model for the train, 
validation and test datasets

Table 3 Accuracy measures of the melting point model

Accuracy measure Training Validation Test

RMSE (°C) 24.51 23.96 24.77

MAE (°C) 18.27 16.68 19.58

R2 (–) 0.7622 0.7755 0.8045

Fig. 3 Learning curves of the melting point model
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mapped by the network, but additional behaviors should 
also be mapped to improve accuracy. Since the model has 
only two hidden layers with a smaller number of neurons, 
one could assume that the accuracy could be improved by 
increasing the model capacity. However, we experienced 
overfitting in the case of higher-capacity networks: more 
neurons and more inputs led to better training accuracy, 
however the validation and test accuracies start to drop rap-
idly, which means that the generalization is no longer appro-
priate. Joback and Reid [23] concluded that the prediction 
of the melting point is problematic because it is highly 
dependent on the molecule geometry. Our dataset only con-
sists of indirect information on geometry, such as the com-
plexity value Cactvs and the number of functional groups, 
but exact connections and geometrical data are not present. 
For further improvements, more data is needed on the mole-
cule geometry. Overall, the melting point model can still be 
considered applicable since a good fit was achieved, and the 
accuracy measures are still in an acceptable range.

The final predicted variable was the flash point. 
The model accuracies presented in Table 4 are generally 
good, however the difference between the training and val-
idation accuracies suggests that the generalization is not 
optimal. The network architecture was 10–60–70–65–1, 
while the selected inputs were C, O, −CH2, =CH, O, OH, 
=O, Cactvs complexity, H/C ratio, and O/C ratio. Fig. 5 
demonstrates the prediction error of the flash point model. 
The predictions are relatively close to the unity line, and 
the number of outliers is small. Overall, the model has 

good accuracy. However, the system behavior could not be 
mapped as well as in the case of the boiling point model.

3.2 AI method's comparison to conventional methods
Section 3.1 demonstrates that the created MLP networks 
are accurate. To evaluate model performances, Section 3.2 
compares the AI models with conventional group contri-
bution methods. 

Table 5 compares the prediction accuracies of the AI 
model and the methods from Joback and Reid [23] and 
Constantinou and Gani [24] for boiling point predic-
tions. From the two reference methods, the method from 
Constantinou and Gani [24] provides more accurate 
results; however, the AI model outperforms both conven-
tional methods. The MAE is only 8.89 °C in the case of 
the AI method, while for the method of Constantinou and 
Gani [24] a MAE of 19.82 °C is achieved.

The model's performance regarding the prediction of the 
melting point can be seen in Table 6. In addition to the previ-
ous methods, the model from Pérez Ponce et al. [25] is also 

Fig. 4 Prediction error plot of the melting point model for the train, 
validation and test datasets

Table 4 Accuracy measures of the flash point model

Accuracy measure Training Validation Test

RMSE (°C) 8.79 18.45 18.21

MAE (°C) 5.80 14.06 13.51

R2 (–) 0.9738 0.8864 0.9281

Fig. 5 Prediction error plot of the flash point model for the train, 
validation and test datasets

Table 5 Comparison of boiling point models' performances on the full 
dataset

Accuracy measure AI Joback and 
Reid [23]

Constantinou 
and Gani [24]

RMSE (°C) 16.30 42.69 35.14

MAE (°C) 8.89 21.98 19.82

R2 (–) 0.9647 0.7583 0.8362

Table 6 Comparison of melting point models' performances on the full 
dataset

Accuracy 
measure AI Joback and 

Reid [23]
Constantinou 
and Gani [24]

Pérez Ponce 
et al. [25]

RMSE (°C) 24.46 40.43 36.96 44.4173

MAE (°C) 18.17 29.19 25.54 32.6455

R2 (–) 0.7700 0.3711 0.4745 0.2412
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taken as a reference since the prediction of the melting point 
is associated with greater difficulty. It is discernible that the 
model from Constantinou and Gani [24] is again the most 
accurate among the reference methods, while the model from 
Pérez Ponce et al. [25] has the worst performance. The AI 
outperforms the reference methods here as well. The MAE 
is 18.17 °C for the AI method, while the Constantinou and 
Gani [24] method provided a MAE of 25.54 °C.

Table 7 contains the accuracies of the flash point mod-
els. As a reference method, Stefanis et al. [26] provide 
a formula to calculate the flashpoints. In comparison with 
the AI method, the difference is high. The AI model has 
a 7.83 °C MAE, while the reference method has 14.40 °C as 
MAE. Thus, the AI outperforms the conventional method.

A comparison of the various methods' performance for 
the different classes of compounds (cf. Table 1) is shown 
in Fig. 6. Evaluation of the predicting ability of the models 
by compound class illustrates again that the AI model gen-
erally outperforms the conventional methods with little 
exception. It becomes evident that values for oxygenates, 
in particular, can be predicted with higher accuracy when 
compared to the conventional methods. This aspect seems 
especially promising in the context of the development of 
synthetic fuels to substitute fossil fuels, as generally novel 
compounds like e-fuels are considered and the use of oxy-
genates (e.g., OME) to reduce the amount of emissions 
produced during the combustion process is evaluated.

3.3 Predicting the properties of OMEs
The performance of the AI's predictive methods was tested 
in a real research application by forecasting the properties 
of acetals as a new compound class not included in the 
data set so far. The training dataset of the AI contained 
many types of different organic compounds in order to 
create a general mapping between their molecular features 
and their respective physical properties. Thus, other types 
of compounds, such as the currently investigated acetals, 
may be predicted sufficiently accurate as well.

The investigated methods were applied to a set of 18 
acetals, including the aforementioned modified OME. 
Novel acetals [11] were also included in the comparison. 

These novel substances are acetals with branches in their 
molecule, a structure that has not been extensively studied 
so far. The literature values for the boiling, melting and flash 
points can be found in [8, 11, 33–39]. Fig. 7 compares the 
prediction accuracy of the methods for all properties, while 
the calculated accuracy measures can be found in Table 8.

Table 7 Comparison of flash point models' performances on the full 
dataset

Accuracy measure AI Stefanis et al. [26]

RMSE (°C) 11.97 20.82

MAE (°C) 7.83 14.40

R2 (–) 0.9548 0.8630

Fig. 6 MAEs of the AI model as well as group contribution methods by 
compound class for all predicted properties
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It is discernable that the AI's good performance decreased 
with this unseen type of substance class. In the case of boil-
ing point, the group contribution methods outperformed 
the AI, although the highest R2 value could be achieved. 
Detailed evaluation revealed an increase in prediction error 
within one group of acetals with increasing chain length, 

as illustrated in Fig. 7 for the group of OME1−5. This pattern 
could indicate that the −O− group is insufficient to rep-
resent higher acetals with multiple connected functional 
groups of this type properly, therefore increasing the pre-
diction error with each added chain segment. Regarding 
the melting points, the AI, as well as the method of Joback 
and Reid [23], perform similarly well, although it has to be 
noted that none of the applied methods seems suitable for 
the prediction of novel, branched acetals. Due to the bad 
prediction for all models and the small size of the data set 
for acetals as a new substance class, these data points have 
been excluded from the calculation of the accuracy mea-
sures in Table 8. As the AI method is not able to predict 
the melting points of these compounds, the implemented 
Cactvs complexity value does not seem to contain suffi-
cient information about the geometry, thus other alterna-
tives should be investigated. In the case of the flash points, 
the method of Stefanis et al. [26] is more accurate than 
the AI, which might change if acetals are added to the train-
ing data set. From the results of Table 8, it can be concluded 
that the AI models could achieve a generalization and the 
predictions remained competitive, even for an unseen type 
of molecule to some extent. However, modifications in the 
algorithm could help to improve this in the future. Further 
steps should include expanding the database to increase the 
predicting capabilities of the method as well as employ-
ing additional geometry features to reflect the influence of 

Fig. 7 Prediction error plot for boiling point, melting point and flash 
point for the acetal set for all applied methods

Table 8 Comparison of the prediction methods performances on the 
acetal dataset

Parameter Number of 
compounds

RMSE 
(°C)

MAE 
(°C) R2 (–)

B
oi

lin
g 

po
in

t AI 18 30.23 21.55 0.9546

Joback and 
Reid [23] 22.71 15.32 0.9187

Constantinou 
and Gani [24] 21.53 12.26 0.8839

M
el

tin
g 

po
in

t1

AI 12 17.04 15.38 0.9087

Joback and 
Reid [22] 17.26 12.92 0.8667

Constantinou 
and Gani [24] 18.68 16.04 0.7683

Pérez Ponce 
et al. [25] 35.39 29.24 0.6727

Fl
as

h 
po

in
t AI 17 27.58 21.13 0.8624

Stefanis 
et al. [26] 10.64 8.51 0.9554

1 Novel, branched acetals from [8] have been excluded from the data set 
for the melting point prediction for all methods as they were deemed 
unsuitable for taking the molecular structure into account properly due 
to insufficient input features.
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different functional groups and molecule structures for the 
prediction of different substance properties.

4 Conclusion
This paper presents an AI approach to predict the physical 
properties of different compounds based on their molecu-
lar structures. The method of AI creation, as well as the 
performance analysis of the trained neural networks, were 
considered. The performance of the AI models was com-
pared to conventional group contribution methods, and the 
model was applied to acetals as a new compound class to 
test a possible application scenario.

It can be concluded that AI can be effectively used to 
predict physical properties based on the molecular struc-
ture of substances. The created models were accurate, 
and the group contribution methods were outperformed 
regarding the range of investigated organic compounds 
used as a database. The presented AI method had the best 
performance in case of 5 out of 8 hydrocarbon types for 
boiling points, 7 for melting points, and all 8 for flash-
points. The good performance of the melting point predic-
tion is one of the most important findings, since conven-
tional methods can hardly predict it accurately.

The method was also applied to a real research sce-
nario, where the properties of compounds of a new class 
were predicted. The new substance class of acetals was 
not previously part of the training dataset. However, the 
AI could still make accurate predictions when compared 
to group contribution methods. Therefore, a good gener-
alization was achieved. Regarding future investigations, 
further improvement of the method is possible. The main 
focus should be on finding better features that contain 
more comprehensive information on the molecular geom-
etry of the substances. Then, the improved models could 
be applied to enhance the prediction of existing properties 
and predict more complex properties, such as cetane num-
bers or cold-properties.
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