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Abstract

The conventional way to characterize the proportion of non-conforming parts in a process is to calculate process capability indices 

and transform them into a ratio. These widely used indices are able to give digestible information about the ratio of non-conforming 

parts if some assumptions are fulfilled. A correct estimation method should be based on the output distribution of the process, and 

the uncertainty of the parameter estimates should be considered, as well. In this article, a special case of the output distribution is 

examined: a mixture of normal distributions is considered. In practice, this output distribution appears if a multiple stream process is 

investigated. The novelty of this study is to apply the tolerance interval-based estimation method for the proportion of non-conforming 

parts in a case study of a multiple stream process and to qualify the limitations of the proposed estimation method. A simulation 

study is performed to investigate the bias, mean square error, and root mean square error of the estimates from the two estimation 

methods (process performance index-based and tolerance interval-based) for different sample sizes for each stream (N ). It was found 

that, if it may be assumed that the speed of the streams is equal in the case of the sample sizes investigated (N = 25, 50, 100 per 

head), the proposed (tolerance interval-based) method overestimates the proportion of non-conforming parts while the conventional 

(process performance index-based) method underestimates it. The tolerance-limit based estimation method has asymptotically better 

properties than the process performance index-based estimation method.
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1 Introduction
1.1 Capability indices
Process capability indices (PCIs) are widely used in the man-
ufacturing industry to quantify the capability in different 
processes [1, 2]. These indices measure primarily the rela-
tionship between the specification interval (USL-LSL) and 
the variability of the process (6σ) [3]. The actual aim of the 
PCIs is to give information about the proportion of non-con-
forming parts without the explicit use of statistical terms. 

One of the most popular indices is the potential capa-
bility (CP):

C USL LSL
P �

�
6�

,	 (1)

where USL is the upper specification limit, LSL is the lower 
specification limit, the σ is the square root of the variance 

of the (according to the conventional interpretation: nor-
mal) distribution of the quality characteristic [4]. In  this 
term, the parameters of the distribution are assumed to be 
known. In the practice, the parameters of the distribution 
are usually estimated based on a dataset, thus the confi-
dence interval of the CP can be calculated [5]:
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Where ĈP is the estimated value of the CP, � �
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� quantile of the chi-square distribution having n–1 

degrees of freedom, n is the number of data points, α is the 
significance level.
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To use the model of the CP , some assumptions should 
be fulfilled [6]:

The stability of the process - it means that assignable 
cause is not present.

•	 The quality characteristic of interest is a normally 
distributed random variable with well-defined 
parameters (μ and σ). 

The expected value of the quality characteristic of 
interests is equal to the midpoint of the specification inter-
val (μ = T = (USL – LSL)/2). 

If the last assumption is not fulfilled the CPK index should 
be used [7]: C USL LSL

PK �
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C LSL
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. The CPK index gives the so-called demon-
strated excellence. It is also possible that only one-sided 
specification is given. In this case, the CPK is equal to the 
CPL or the CPU value.

The fractions of non-conforming may be transformed 
to capability indices [3]. To do this, it is necessary to define 
the probability model behind the index. As we have seen 
before, in the case of CP values this default (conventional) 
probability model is a normal distribution with well-de-
fined parameters. If the quality characteristic is normally 
distributed and the process is centered in the midpoint of 
the specifications (USL + LSL)/2, then the proportion of 
non-conforming parts equals 2Φ(−3CP), where Φ(∙) denotes 
the standard normal distribution function. If the probabil-
ity model behind the investigated process is different from 
normal, then the proportion of non-conforming parts can 
still be calculated according to this other model; it will 
correspond to the sum of the areas of the probability den-
sity of x below the LSL and above the USL.

In the model of CPK there is a single source of variability, 
and the quality characteristic of interest is also a normally 
distributed random variable. But the expected value of the 
distribution is not equal to the midpoint of the specification 
interval (T) i.e., the process is shifted [8]. Fig. 1 describes 
the probability model of CPK where the horizontal axis rep-
resents time (t), and the joint distribution is not connected 
to this axis. The presented Gauss curves here have iden-
tical distributions with the same parameters i.e., N(μ,σS

2
T). 

The question of interest is still the rate of non-conforming 
parts, however. CPK does not give the rate of non-conform-
ing parts unequivocally as different rates of non-conform-
ing could correspond to the same CPK values [9].

The process capability is often analyzed based on con-
secutive (and not single) samples. In this case, the vari-
ance may be estimated either from the whole dataset or 
based on the within-sample variance. If the process is not 

in control, these two estimates are not equal. It should be 
noted that in Shewhart concept, the process capability cal-
culation makes sense only if the process is in control. In 
spite of that, in present manufacturing practice, the indi-
ces are used if the process is not stable in the Shewhart 
sense [10]. The long-term variability (σLT) is used rather 
than short-term variability in the concept of process per-
formance index (PP) [5].

P USL LSL
P

LT

�
�

6�
	 (3)

Where σLT means the standard deviation, which is 
obtained if the process is operated long run. The usual 
standard deviation of the sample is used to estimate σLT.

The σ LT
2  contains both the within-sample variance and 

between sample variance and these variances are insepa-
rable from each other. The short-term variance - which is 
used in the denominator of the CP index – is at the most as 
high as the long-term variance. Thus, the CP index (i.e., the 
process capability) is always higher or equal to the PPvalue 
(i.e., the process performance) [11].

The probability model of the PP (Fig. 2) assumes that 
there is only one normally distributed random variable 
which has σ LT

2  variance, and this assumption does not 
conform to the explanation behind it. In Fig. 2 the nar-
rower normal curves represent short term distributions 
and the wider one represents the joint one which is con-
sidered to be (μ,σ LT

2 ). The horizontal axis is time, but the 
joint distribution is not connected to this axis i.e., it is not 
just in a later time. 

If the expected value of the quality characteristic is not 
equal to the target value, the PPK index may be used (sim-
ilarly to the CPK):

Fig. 1 The probability model of the CPK index with the specification 
limits (LSL, USL) and target value (T)
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The curve of the joint distribution displayed in Fig. 2 
is not the valid output distribution. This model concerns 
only the PP calculation which is totally incorrect. 

As Montgomery referred to the work of Kotz and 
Lovelace the use of PP is statistical terrorism since specified 
values of PP and PPK are forced to apply by the supplier [5]. 
If the process is not in control, there is no way to calculate 
a simple process capability (or performance) index which 
would be able to give reliable information about the behav-
ior of the process.

To calculate the proportion of non-conforming items 
the only sound way is to calculate the area (proportion) of 
the distribution below the LSL and above the USL values 
using the correct/appropriate probability model.

1.2 Multiple stream processes and capability indices
Multiple stream processes are present in different areas of 
the industry: filling machines in cosmetics, beverage (food 
filling machine with multiple heads) or pharmaceutical 
industry (container filling on a multiple-head machine), 
production of rubber hoses by extrusion etc. [5, 12, 13].

In a multiple stream process, the machine has several 
streams producing in most cases identical number of units. 
However, the distribution of quality characteristic of the 
parts is often different for the streams. One source of this 
variability is a random cause since the quality character-
istic is a random variable. The parameters of the distribu-
tion of the quality characteristic may change from stream 
to stream, however. The question of interest is still the 
non-conforming rate. As the PCIs are used generally, it is 
obvious to apply them here, as well. Calculating process 

capability i.e., the non-conforming fraction for multiple 
stream process is not simple, however. The simplest (and 
totally incorrect) way would be to calculate process perfor-
mance (PP or PPK) indices without considering the proba-
bility model behind the process. Fig. 3 illustrates schemat-
ically a possible correct probability model of the multiple 
stream process (with 4 streams, the output rates of the 
streams are not equal) together with the incorrect joint dis-
tribution considered when using the PP index.

The use of average CPK value has been proposed for 
multiple stream processes by Bothe [14]. This index takes 
into consideration both the non-centrality of the process 
and multiple streams (mixture distribution). The compu-
tation of the proportion of non-conforming items is based 
on the percentage of the distribution which is out of the 
specifications by every stream (every normal distribution). 
These individual percentages should be averaged and trans- 
formed into CPL and CPU values. The minimum from these 
gives the average CPK index. During this calculation, the 
following assumptions are made:

•	 Each stream has the same output rate in the produc-
tion rate. 

•	 The probability model is Gaussian for each stream. 
•	 The parameters of the probability models are known.

In addition to all that, the parameters of the distribu-
tions are not known (in practice), they are to be estimated 
from a dataset. As it was mentioned before, the PCIs do not 
contain explicitly the uncertainty of the parameters. Only 
a confidence interval can be given for a PCI as a param-
eter. To define the probability model of a multiple stream 

Fig. 2 The within distributions (small Gauss curves) with the curve of 
the assumed joint distribution if the PP index is used

Fig. 3 The probability model of a multiple stream process with the curve 
of the assumed joint distribution if the PP index is used (dashed line) and 

the probability model of the mixture distribution (continuous line)
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process, imagine a situation that there is a machine with 
multiple heads (the number of the heads is finite value), the 
parts coming from these heads are not separated from each 
other, however. The quality characteristic of this popula-
tion is a random variable (following normal distribution in 
the simplest case), the actual value of which depends on 
the head from which they are originated.

Suppose that x is the quality characteristic of the prod-
uct which belongs to any head of the machine. The density 
function of the mixture distribution is [15]

f x w x
k

m
k k� � � � �

�� 1
� ,	 (5)

where k denotes the identification number of the head, 
ϕk(x) is the density function of the quality characteristics 
(x) of the parts from the k-th head, wk is the output rate of 
the k-th head. The number of heads is finite and countable.

In this case, the distribution function is a weighted sum, 
as well:

F x w x
k

m
k k� � � � �

�� 1
� ,	 (6)

where Φk(x) is the distribution function of the quality char-
acteristics (x) of the parts from the k-th head, wk is the out-
put rate of the k-th head. 

For example, if there is a machine with 8 heads and the 
heads are working with the same speed, the output rate of 
every head is 1/8. This is the probability that a randomly 
chosen part is coming from the k-th head of the machine. 
Let us assume that the Φk(x) is a distribution function of 
a normally distributed random variable e.g., with the same 
variances and different expected values for each head. 
The parameters of the mixture of univariate normal dis-
tributions are [16]:
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Where the Xk is the quality characteristic of the part 
from the k-th head, μk is the expected value of the nor-
mal distribution for the k-th head, σk

2 is the variance of 
the normal distribution for the k-th head. From the process 
capability point of view, the question of interest is the pro-
portion of non-conforming items (out of specification) to 
the whole mixture distribution (the quality characteristic 
of a sample/part from either head). Thus, the question con-
cerns the quantile (q) of the population:
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Where the p denotes the cumulative probability, which 
belongs to the q quantile of the mixture distribution, 
N(μk,σk

2) means the density function of the k-th compo-
nent of the mixture distribution.

Other papers suggest the use of global and local 
PCIs [17], multivariate PCI (in the case mixture of multi-
variate normal distributions) [18] to evaluate the capabil-
ity of a multiple stream process. However, the real ques-
tion is about the tail areas of a supposed distribution which 
are out of the specification limits. Thus, the novelty of this 
work is to apply a new, tolerance interval-based estimation 
method to calculate the proportion of non-conforming parts 
in multiple stream processes instead of the use of differ-
ent type of PCIs. After giving the theoretical background 
of the suggested calculation method (Section 2), the steps 
of the calculation will be demonstrated with a case study  
(Section 3) along which the difference between the tol-
erance interval-based and PP-based method will be dis-
cussed (Section 3.1). Finally, a simulation study will be 
performed in Section 4 to compare the properties of the 
estimates (bias, standard error, root mean square error) of 
the two calculation methods. 

2 Tolerance interval-based calculation of the non-
conforming fraction for multiple stream processes
As we stated in our former paper [19], the theoretically 
sound way to calculate the proportion of non-conforming 
items is connected to the calculation of the tolerance lim-
its [20]. A tolerance interval is a statistical interval that con-
tains at least a specified proportion of the population with 
defined confidence [21]. 

For a normally distributed random variable (X) of which 
the parameters (μ and σ) are known, the one-sided upper 
tolerance limit can be given exactly with the equation. 
xU = μ + Z1–γσ. The Z1–γ denotes the 1 – γ probability quan-
tile of the standard normal distribution. If the parameters 
of the distribution are not known, the form xU =x̅ + ks may 
be used. Here the x̅ is the sample mean and the s is the stan-
dard deviation of the random sample, k is a parameter. The 
task is to find the k value based on the following equation:

P P X x ks� �� � � �� � � �1 1� � .	 (10)

It means that the upper xU =x̅ + ks limit should be given 
for which at least the 1 – γ proportion of the population is 
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lower with 1 – α confidence. As described by Owen [22], 
this problem goes back to the non-central t-distribution i.e., 

P t n Z n k nnc �� � �� � � ��1 11, � � .	 (11)

Thus, the parameter k can be calculated based on the 
non-central t-distribution if the number of samples (n), the 
proportion of the distribution (1 –  γ) and the confidence 
limit (1 – α) are given. The choice of the degree of confi-
dence (1 – α) should be based on the acceptable degree of 
confidence [21]. 

As we have seen before, with the calculation of capa-
bility indices the aim is to estimate the proportion of 
non-conforming parts in the process i.e., to determine the 
proportion of the population that is out of the specification 
limits. The proportion of non-conforming parts itself is 
the probability of quantile belonging to the specification 
limit. However, the parameters of the (mixture) distribu-
tion are not known (only estimates are available based on 
the sample), therefore the quantiles are uncertain. To han-
dle this, during the estimation of the non-conformity rate 
the one-sided upper (lower) tolerance limit is supposed 
to be known which is equal to the USL (LSL) value and 
the proportion of the distribution belonging to this toler-
ance limits are to be calculated. This calculation method is 
a reversed situation compared to the usual tolerance inter-
val calculation problems. To use the mentioned estimation 
method the first step is the calculation of the k parameter:

k
t n z n

n
nc

�
�� �� �, ,1 11� �

.	 (12)

If the parameter k is known, the 1 – γ probability quan-
tile of the non-central t-distribution can be calculated from 
Eq. (12). The question is the value of the non-centrality 
parameter for degrees of freedom equal n – 1. The calcu-
lated non-centrality parameter is divided by n  to give the 
value of z1– γ. The γ value is found from the Z-table, as the 
proportion of the z variable larger than the USL value with 
a certain confidence. The calculation method to define the 
ratio below the LSL value is the same, but the x̅ – k's = LSL 
equation should be used to calculate the k' parameter.

3 Case study based on real industrial process
Table 1 shows the mass of samples (in g) from the 8 heads 
of an automatic food filling machine. The dataset is orig-
inated from a real industrial process, and it should be 
noted that we had no access to the real process to investi-
gate it. We found it interesting enough for demonstration, 
however. 

To check the normality of the dataset normal Q-Q plots 
were created. Based on that, one outlier was detected and 
removed from the original dataset of HEAD1. Thus, in this 
case, the output rate of the heads differs from each other.

There are no estimates for the parameters of the distri-
bution i.e., the situation is a Phase I study. 

The X and MR-charts constructed (Fig. 4) show that there 
is a drift in the 5th head, thus the process is not in control. 
Also, other assignable causes are on the third head (samples 
2 and 5). In view of we had no access to the real process, 
we could not investigate it and take corrective action.

For the sake of illustration of the methods, we consid-
ered only streams that were in control. Thus, the dataset of 
HEAD5 and two points from HEAD3 were ignored during 
the calculation of non-conformity rates. Without the men-
tioned points it makes sense to analyze the process capa-
bility (i.e., the process is considered in control).

The quality characteristic in every head varies accord-
ing to a normal distribution with well-defined parameters. 
According to the standard, the maximum allowed negative 

Table 1 The dataset for the example

ID Head1 Head2 Head3 Head4 Head5 Head6 Head7 Head8

1 378 375 367 370 384 372 372 371

2 376 372 362 367 383 373 370 379

3 372 385 373 372 386 380 374 376

4 379 375 370 371 385 380 374 375

5 374 373 362 380 383 372 370 368

6 352 371 366 370 385 371 377 378

7 370 377 370 374 385 380 370 370

8 377 379 367 370 385 372 367 372

9 370 380 367 373 383 369 373 371

10 369 374 366 375 383 370 379 369

11 373 376 374 373 388 372 371 378

12 375 380 371 377 388 368 376 371

13 380 375 374 376 386 380 376 370

14 372 373 375 383 387 378 375 376

15 380 375 370 374 386 368 373 376

16 379 372 373 372 386 378 368 374

17 372 376 369 373 388 381 376 371

18 368 372 372 375 387 380 380 375

19 372 370 370 375 386 379 375 371

20 371 375 383 383 380 379 377 382

21 370 376 380 376 386 374 375 380

22 376 373 368 374 386 370 375 380

23 372 373 372 379 385 381 380 375

24 375 372 369 370 386 372 379 375

25 383 380 369 370 386 375 375 373
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deviation (i.e., tolerance) is 3% of the nominal value [23]. 
The standard does not give an upper limit, but it is obvi-
ously not acceptable from the producer point of view to 
exceed a certain limit. Using this consideration, the max-
imum deviation is chosen as 3% in both directions. The 
nominal value is 375 g. This analysis aims to calculate the 
ratio of non-conforming for this process. The lower spec-
ification limit (LSL) is 363.75 g, the upper specification 
limit (USL) is 386.25 g. 

On account of we would like to demonstrate the calcu-
lations with knowing distributional parameters, as well, 
these parameters were taken heuristically based on the 
dataset and are summarized in Table 2.

3.1 Calculation of the proportion of non-conforming 
parts
3.1.1 The case of distribution parameters known
Tolerance limit-based calculation method
Assume that the parameters of the distributions are known. 
As the amount of data is not sufficiently large to assume 
the parameters as known, we did this just for the sake of 
illustration. Distributional tests confirmed that the quality 

characteristic (mass) is normally distributed for each head. 
In view of the expected values and the variances of the 
distributions are assumed to be known the calculation is 
based on the standard normal distribution. 

Thus, the z value is calculated for each head with the 
following formula:

z x
�

� �
�

.	 (13)

If x is substituted with the LSL (or with the USL) value, 
the result is the z value from which the proportion below 
the LSL (or above the USL) are found. For example, for the 
first head:

z LSL
LSL �

�
�

�
� �

�
�

363 75 372

18 1
1 939

.

.
. ,	 (14)

z USL
USL �

�
�

�
�

�
�

386 25 372

18 1
3 349

.

.
. .	 (15)

According to the z-table, the proportion below the 
LSL value is 0.0262 while the proportion above the 
USL is 0.0004. The rate of non-conforming parts for 
the first head is the sum of these probabilities, thus 
0.0262 + 0.0004 = 0.0266. As during this calculation, the 
parameters of the distributions are assumed to be known, 
this value is considered to be the true rate of non-conform-
ing parts of HEAD1.

Extending this calculation to the other heads, the results 
i.e., the true rates of non-conforming parts for the other 
heads are shown in Table 3. The total non-conforming rate 
is their average, thus 0.0223.
Illustration of the drawbacks of the PP-based estimation 
method
To illustrate the drawbacks of the PP index in the case of 
multiple stream processes, we apply it to the dataset even 
if it is not sound since it does not take into account the 
mixture distribution of the quality characteristic.

In this case, it is assumed that is the data come from a sin-
gle distribution (what is not true) with arbitrarily assumed 
expected value (374.00) and variance (15.63). The expres-
sion "arbitrarily assumed" means that the expected value 
and variance are calculated based on the average of the 
expected values and variances of single heads. It  should 
be highlighted, that these values of the parameters concern 

Fig. 4 The X- and MR-charts of the dataset with the minimum and 
maximum values of the sample of heads (the numbers denote the heads 

from which the sample is originated)

Table 2 The parameters of the normal distributions for the mass coming 
from different heads

Head1 Head2 Head3 Head4 Head6 Head7 Head8

Expected 
value 372 374 369 375 376 373 377

Variance 18.1 13.5 16.3 15.5 20.1 11.9 14.0

Table 3 The true value of the non-conforming fraction by heads

Rate of non-conforming parts

Head1 Head2 Head3 Head4 Head6 Head7 Head8

0.0266 0.0031 0.0969 0.0043 0.0142 0.0037 0.0069
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a  distribution that does not actually exist. Our aim with 
these values is only to illustrate this calculation method on 
the dataset.

The expected value is not equal to the nominal value, 
thus PPL and PPU should be used here. 

P LSL
PL �

�
�

�
�

�
�

�3
374 00 363 75

3 15 63
0 864

. .

.
. 	 (16)

P USL
PU �

�
�

�
�

�
�

�3
386 25 374 00

3 15 63
1 033

. .

.
. 	 (17)

PPL is multiplied by 3 gives the z value, which is 2.592. 
Based on the Z-table the probability of being below 2.592 
is 0.0048. In the same way, the z value belonging to PPU 
is 3.099, the probability of finding z above this value is 
9.71 ∙ 10–4 . The non-conforming rate is the sum of 0.0048 
and 9.71 ∙ 10–4, thus equal to 0.0057.

Comparing the two results it is well seen that the result 
from the PP-based method (0.0057) is significantly lower 
than the true rate of non-conforming parts (0.0223). Thus, 
the PP-based method underestimates the non-conforming 
rate in this case.

3.1.2 The case of distribution parameters not known
Tolerance limit-based estimation method
If the parameters of the distributions are not known, as 
the sample size is not large enough, the uncertainty of the 
parameters is to be considered, as well. The theoretically 
sound calculation method is based on the tolerance limit 
calculation in this case. The question is (still) the proba-
bility of the distribution below the LSL and above the USL 
value. As shown in Section 2 the first task is to calculate 
the k parameter from the x̅ + ks = LSL equation.

Table 4 contains the averages and the standard devia-
tions for the heads. The out-of-control points are discarded, 
as in Table 2, but instead of the assumed true parameter 
values here the parameters of the distributions are esti-
mated, using the number of data points shown in the table.

E.g., for the first head the use of x̅ + ks = LSL:

373 4 5 96 386 25. . .� � �k .	 (18)

The calculated value from the Eq. (18) is k = 2.156. The 
0.95 probability quantile of the non-central t-distribution is 
k n� � � �2 156 24 10 566. . . The non-centrality param-
eter was calculated with qt() function of the R software 
(version 4.0.3.) giving 7.513 in this case. This value multi-
plied by n  gives the z1–γ value which is 1.533. From the 
Z table, the 1–γ is equal to 0.9374, thus the γ is 0.0626. This 
is the tail area of the distribution which is above the USL 
value can be found based on the 95% confidence tolerance 
limit. To give the proportion of the opposite side of the 
distribution which is under the LSL value (γ') the calcula-
tion method is the same. The result is γ' = 0.0874. Thus, for 
the first head, the estimated proportion of non-conforming 
items is γ +γ' =0.0626 + 0.0874 = 0.1501.

The estimated rates of non-conforming from the tolerance 
limit-based method for every head are detailed in Table 5.

The weighted average of these values gives the esti-
mated proportion of non-conforming items for this multi-
ple stream process: it is 0.0746.
The PP-based estimation method
For the sake of illustration of the incorrect use of the PP 
index, calculate the proportion of non-conforming items 
without care of the real structure of the dataset (process) 
and the uncertainty of the estimated parameters of the dis-
tribution. Using this method, the PPK is calculated and for 
the estimation of the ratio of non-conforming PPU and PPL 
is used. Averaging for the whole dataset the mean is 374.05 
and the standard deviation is 4.09.

P LSL
PL �

�
�

�
�

�
�

�3
374 05 363 75

3 4 09
0 839

. .

.
. 	 (19)

P USL
PU �

�
�

�
�

�
�

�3
386 25 374 05

3 4 09
0 994

. .

.
. 	 (20)

Following the steps of the calculation (in Section 4.1.2) 
presented earlier the estimated value of the proportion of 
non-conforming parts is 0.0059 + 0.0014 = 0.0073. 

Comparing the results of the two estimation meth-
ods the capability index-based estimation method gives 
a much lower result for the proportion of non-conforming 

Table 4 The size of samples (n), their average (x̅ ) and standard 
deviation (s) of the mass by heads

Head1 Head2 Head3 Head4 Head6 Head7 Head8

Number of 
samples (n) 24 25 23 25 25 25 25

Average 
(x̅ ) 373.4 375.2 371.1 374.1 375.0 374.3 374.2

Standard 
deviation  

(s)
5.96 3.48 4.22 4.04 4.55 3.55 3.82

Table 5 The estimated proportion of non-conforming parts by heads

Estimated proportion of non-conforming parts

Head1 Head2 Head3 Head4 Head6 Head7 Head8

0.1501 0.0173 0.1944 0.0453 0.0738 0.0212 0.0329



Pusztai and Kemény
Period. Polytech. Chem. Eng., 66(3), pp. 448–457, 2022 |455

parts. Earlier the true ratio of non-conforming parts was 
calculated as well (0.0223), thus the bias of the two esti-
mation methods can be obtained. The bias of the PP-based 
method is lower than the bias of the tolerance limit-based 
method, but we note that with this method the propor-
tion of non-conforming parts is underestimated. It should 
be mentioned that these results could be compared only 
because it was supposed the parameters are known. 
In practice, the parameters are not known, only better or 
worse estimates are available depending on the sample.

4 Simulation study
To investigate the bias, standard error and root mean 
square error of the estimates by the two calculation meth-
ods a simulation study was performed using R (version 
4.0.3). First, 7 (from HEAD1-4 and HEAD6-8) normally 
distributed populations (with one million repetition each) 
were simulated with the parameters given in Table 2.

Based on the dataset of these simulated populations 
the true proportion of non-conforming parts was calcu-
lated (USL = 386.25, LSL = 363.75). The following steps 
were repeated 10000 times: random samples of N elements 
were chosen from the 7 populations, and the proportion of 
non-conforming parts were calculated with the 

•	 tolerance interval-based and 
•	 PPK -based methods. 

The average of the estimates, the bias (the deviation of 
the average from the known value of the rate of non-con-
forming parts), the standard error and the root mean 
square error of the estimates for N = 25, 50, 100 and 5000 
are shown in Table 6. 

In the case of the sample sizes investigated the toler-
ance interval-based method overestimates the rate of 
non-conforming parts while the PPK based method under-
estimates it. The absolute value of the bias of the former 
method is one order of magnitude higher than that of the 
estimate obtained by the PPK based method. This bias is 
decreased with increasing the sample size in the case of 
the tolerance limit-based estimation method and it goes to 
the true value of the proportion of non-conforming parts. 
Therefore, the tolerance limit-based estimation method 
gives asymptotically better estimates than the PPK-based 
estimation method. 

The standard error of the tolerance limit-based method 
is higher than that of the standard error obtained with the 
PPK methods in the case of lower sample sizes. The tol-
erance interval-based method recognizes the uncertainty 

of the parameters of the distribution contrary to the PPK 
-based method, where this uncertainty is not considered. 
Because of this, the variability of the estimate of the toler-
ance limit-based method is higher.

To give a more reasonable estimate of the proportion of 
non-conforming parts instead of the conventional PP-based 
calculation the suggested tolerance limit-based estimation 
method may be improved. The tolerance-limit based esti-
mation method requires setting the confidence level, but it 
should be harmonized with the sample size. In this study, 
the confidence level was fixed at 95%, thus with the har-
monization of the sample size and the confidence level, the 
bias of the proposed method may be reduced. 

5 Conclusions
In this study, two ways to estimate the proportion of 
non-conforming parts in a multiple stream process were 
investigated. The estimation methods in the literature 
apply capability indices to estimate the rate of non-con-
forming parts in multiple stream processes. Despite that, 
the method proposed here uses the tolerance limit calcula-
tion as the basis of the estimation. According to this, our 
proposed calculation method considers the uncertainty of 
the estimated distribution parameters, as well. 

A case study with a multiple head's food filler machine 
was presented for the comparison of the conventional (pro-
cess performance index-based) and tolerance limit-based 
estimation methods. In this situation, the process perfor-
mance index -based method underestimated (significantly) 
the proportion of non-conforming parts while the tolerance 

Table 6 The average, bias, standard error (SE) and root mean square 
error (RMSE) of the estimates of rate of non-conforming parts for 

different sample sizes (N = 25, 50, 100)

Estimation 
method

Average of 
the estimates Bias SE RMSE

N = 25

Tolerance limit 0.0753 0.0530 0.0150 0.0551

PPK 0.0209 -0.0014 0.0065 0.0066

N = 50

Tolerance limit 0.0522 0.0299 0.0087 0.0312

PPK 0.0205 -0.0017 0.0046 0.0049

N = 100

Tolerance limit 0.0402 0.0180 0.0054 0.0187

PPK 0.0203 -0.0020 0.0032 0.0038

N = 5000

Tolerance limit 0.0241 0.0018 0.0006 0.0019

PPK 0.0202 -0.0021 0.0005 0.0022
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limit-based method overestimated it: the estimated value 
was almost two times higher than the true rate of non-con-
forming parts. It means that using the tolerance interval 
method we are on the safe side. 

To see the general properties (bias, standard error, root 
mean square error) of the two estimation methods depend-
ing on the sample sizes simulation study was performed. 
The most important conclusion is that the tolerance lim-
it-based method is able to give better estimates (the bias 
is lower while the standard error has a similar magnitude) 
if the sample size is high enough. It seems, the proposed 
method gives asymptotically better estimates for the pro-
portion of non-conforming parts than the conventional 
process performance index-based estimation method. 

By lower sample sizes the bias of the tolerance limit-based 
method has a positive sign while the bias of the process 
performance index-based estimation method is negative. 
If the acceptance of the conformity of an industrial process 
during a validation procedure is based on the estimated 
value of the proportion of non-conforming parts, the over-
estimation is less dangerous. Thus, the above-mentioned 
fact is still valid i.e. if the tolerance limit-based estima-
tion method is used for the estimation of the proportion of 
non-conforming items, we are on the safe side. 
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